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 OVERVIEW  

Data science is at the core of any growing modern business. The business information 
obtained from the use and analysis of data allows us to improve the effectiveness, quality 
and efficiency of business activity. Its importance is increasingly strategic for any business 
model. 
 
Likewise, industry and many sectors are transforming, turning data into productive 
knowledge. Two major forces drive this evolution. On the one hand, programmatic access 
to varied and massive sources of data (Big Data), with increasing processing speeds. And, 
on the other hand, the second major force, which will continue to be dominant in the 
coming years: the development of machine learning algorithms and the growing 
importance of generative artificial intelligence (GenAI). 
 
This new data-driven process allows us to build systems that automatically learn from 
experience. And they can be applied to many types of industry-specific problems, as we will 
see during the course, by modeling complex relationships or classification tasks, where 
traditional models are not suitable. 
 
We will explore in the sessions, use cases in depth (we will also see their corresponding 
implementation in code), including the main categories of tools that data science covers: 
supervised and unsupervised machine learning, reinforcement learning, deep learning and 
natural language processing (NLP), large language models (LLMs) and generative artificial 
intelligence, and accelerated computing (HPC). 
 
 



                                                   
 

                                                                

08/07/202 5REV03 

2 
 

 OBJECTIVES 

• Understand the fundamentals of data science applied to finance and its impact on 
decision-making in banking, insurance, and markets. 

• Know the key stages of a financial analytics project, from understanding the 
business and objectives to the processing, analysis, and visualization of financial 
data. 

• Master the practical application of the most widely used data tools and technologies 
in the financial sector, such as Python, R and their main libraries for numerical 
analysis, visualization and machine learning (Pandas, NumPy, Scikit-learn, 
TensorFlow, etc.). 

• Apply supervised and unsupervised machine learning techniques (regression, 
classification, clustering, association) to real problems in the financial environment. 

• Explore advanced methods such as Reinforcement Learning, with algorithms such 
as Q-Learning, SARSA and Deep Q-Learning applied to financial decisions. 

• Introduce yourself to the use of generative artificial intelligence and large language 
models (LLMs), including concepts such as transformer architecture, embeddings, 
agents, and RAG, with their applications in finance. 

• Integrate data science into key areas of finance: 

- Valuation of assets and derivatives. 

- Multi-asset portfolio management. 

- Personalization of financial services. 

- Credit and actuarial risk assessment. 

- Algorithmic trading. 

- Economic analysis with nowcasting. 

- Analysis of cryptoassets and blockchain. 

• Apply knowledge to real practical cases, developing analytical and technical skills in 
simulated or real industry scenarios. 

 

 LEARNING OUTCOMES 

 

At the end of the course, the student will be able to: 
 
K1.2: Describe the main technological trends that are redefining the financial sector. 
K6.1: Identify the different types of crypto assets, the mining process, the platforms, and 
the associated risks and benefits. 
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K6.2: Identify the tokenization process, the different types and platforms and main use 
cases. 
K9.1: Identify the different elements of the business model and define the competitive 
advantages of a technological nature that make it differential and sustainable. 
S1.1: Communicate effectively orally, in writing and graphically with other people about 
learning, thinking and decision-making, and participate in debates, making use of 
interpersonal skills, such as active listening and empathy, which favour teamwork. 
S2.1: Develop the capacity to contribute to innovation in new or existing business 
institutions and organizations, through participation in creative projects and have the 
ability to apply skills and knowledge on technology-based business sales, organization and 
development. 
S3.1: Understand advanced digital technologies, so that they can be applied with a critical 
perspective, in diverse contexts, in academic, professional, social or personal situations. 
S4.1: Differentiate the different types of technology that are being applied to the financial 
sector based on disintermediation. 
S9.1. Differentiate the different types of cryptoassets and digital assets. 
S9.2: Differentiate the use cases of tokens, the Ethereum platform, and decentralized 
applications. 
C1.1: Integrate the values of sustainability, understanding the complexity of systems, in 
order to undertake or promote actions that restore and maintain the health of ecosystems 
and improve justice, generating diverse visions for sustainable futures. 
C2.1: Identify and analyse problems that require autonomous, informed and reasoned 
decision-making, in order to act with social responsibility, in accordance with ethical values 
and principles. 
C3.1: Develop the capacity to assess gender and gender inequalities and to design 
solutions. 
C4.1: Apply financial decentralization technologies in applications or business models that 
enable cost reduction and improved profitability, considering 
the current ethical and legal framework. 

C9.1: Apply new technologies and application of banking digitalisation to new development 
projects. 

C9.2: Apply success stories in technology and financial disintermediation to new business 
outlets. 

We can highlight: 

• Interpret and apply key data science concepts in the financial context. 
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• Design and develop financial data analytics projects, from data preparation to 
visualization of results. 

• Use programming tools and languages (such as Python or R) for data analysis and 
predictive modeling in Finance problems. 

• Apply supervised and unsupervised machine learning techniques to real financial 
problems. 

• Implement reinforcement learning models in financial scenarios. 

• Understand and apply generative AI models and language models (LLMs) for tasks 
such as textual analysis, prediction, and automation in finance. 

• Analyze and solve real cases in areas such as asset valuation, portfolio management, 
risk analysis, algorithmic trading, and blockchain and cryptoasset analysis. 

• Critically evaluate the impact of AI and big data technologies on the financial sector, 
with an ethical and strategic approach. 

 

 CONTENTS 

TOPIC 1: INTRODUCTION TO DATA SCIENCE APPLIED TO FINANCE  

Specific learning outcomes: 

• Understand the fundamental principles of data science applied to finance, including its 
strategic and transformative potential. 

• Recognize representative use cases where data science brings value in banking, 
insurance, investments, and other financial sectors. 

Contents: 

1.1. Change of model: from theory-based finance to data-based finance. 

1.2. Application of AI to the different areas of the financial sector. 

 

TOPIC 2: ELEMENTS AND STAGES OF A DATA SCIENCE PROJECT IN FINANCE 

Specific learning outcomes:  

• Understand the financial context of the project. Translating business needs into 
analytical objectives. 

• Prepare and adapt data for use in exploratory analytics (EDA) and machine learning 
models. 
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• Apply statistical and visual techniques to explore datasets. Identify patterns, 
correlations, outliers, and relationships between variables. Use EDA as a preliminary 
step for the selection of appropriate algorithms. 

• Know different data structures used in finance and data science: tables, graphs, 
trees, etc. 

• Evaluate model performance and adjust parameters according to the business 
objective. 

• Know and apply machine learning algorithms Supervised. 

• Know and apply Unsupervised machine learning algorithms. 

• Know and apply Reinforcement learning algorithms. 

• Understand the functioning of Generative Artificial Intelligence (GenAI):  Large 
Language Models (LLMs) and their application in finance. 

• Know the most used programming languages and libraries in data science for 
finance: Python and R. 

 
Contents: 

 
2.1 Introduction. 

2.2 Elements and stages of financial analytics. Tools, technological infrastructure and 
programming languages most used in the financial industry. 

2.2.1 Understand the Business and the objectives of the project. Examples in 
Finance. 

2.2.2 Data. 

2.2.2.1 Financial data: sources, cleaning, pre-processing visibility. Data 
architecture. 

2.2.2.2 Data Structures. 

2.2.2.3 Data Processing. 

2.2.2.4 Exploratory Data Analysis (EDA). 

2.2.3 Algorithms. 

2.2.3.1 Predictive models. 

2.2.3.2 Machine Learning: Supervised, Unsupervised, Reinforcement Learning. 

2.2.3.3 Supervised Learning: Regression and Classification. Linear and logistic 
regression; Naïve Bayes; Support Vetor Machines (SVM); Decision 
trees; Random forests; k-NN; Gradient boosting; Neural networks. 
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2.2.3.4 Unsupervised learning. Clustering: K-Means, hierarchical, Gaussian 
models; Association: Apriori algorithm to discover relationships 
between variables; Dimensionality Reduction: Principal Component 
Analysis (PCA). 

2.2.3.5 Reinforcement Learning. 

2.2.3.5.1 Q-Learning. 

2.2.3.5.2 SARSA-Learning. 

2.2.3.5.3 Deep Q-Learning. 

2.2.4 Generative AI and Language Models: Large Language Models (LLMs). 

2.2.4.1 Transformer Architecture. 

2.2.4.2 Tokens y Embeddings. 

2.2.4.3 Agents. 

2.2.4.4 Retrieval-Augmented Generation (RAG). 

2.2.4 Programming languages: Python and R. Use key libraries for analysis and 
modeling: 

• Pandas: data manipulation. 

• NumPy and SciPy: scientific and numerical calculations. 

• Matplotlib: Generation of graphs and visualizations. 

• Scikit-learn: traditional machine learning models. 

• TensorFlow and Keras: development of neural networks. 

• PyTorch: Advanced modeling in deep learning. 

 

TOPIC 3: HOW DATA SCIENCE IS USED IN FINANCE 

Specific learning outcomes: 

• Understand the role of data science in market analysis and quantitative decision-
making. 

• Model financial time series to identify trends and seasonalities. 

• Machine learning and AI models applied to financial derivatives. Value options, 
futures, and swaps using numerical and analytical valuation models. Assess and 
manage the risk associated with derivatives using measures. 

• Design and optimize diversified portfolios of financial assets following mean-of-
variance criteria and other modern approaches. 

• Extract data from unstructured sources (news, social media, reports). 

https://learning.oreilly.com/library/view/hands-on-large-language/9781098150952/ch08.html#retrieval_augmented_generation_left_par
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• Apply NLP techniques to measure sentiment and qualitative variables that improve 
predictive models. 

• Application of machine learning models to Financial risks. Develop models to predict 
delinquency, fraud and operational risks. Implement anomaly detection algorithms 
to monitor critical events. Estimate risk metrics (credit, market, liquidity) and validate 
their robustness. 

• Segment customers using clustering and scoring algorithms. Design 
recommendation systems and personalized marketing strategies.  

• Predict customer behaviors and needs through predictive models. 

 
Contents: 

3.1 Financial Markets and Quantitative Finance. 

3.1.1 The prices of financial assets. 

• Apply data analysis techniques to model and forecast the behavior of asset 
prices. 

• Use time series, stochastic models, and simulations to study market 
movements. 

3.1.2  Valuation and management of derivative instruments. 

• Employ quantitative tools based on machine learning to value derivatives 
such as options, futures, and swaps. 

• Assess the risk associated with these products using mathematical and 
computational models based on data science. 

3.1.3 Multi-asset portfolios and applied machine learning. 

• Optimize diversified portfolios using optimization models. 

• Analyze the correlation between assets and adjust the data-driven asset 
allocation. 

3.1.4 Unstructured feeling and information. 

• Extract value from unstructured data (news, social media, reports). 

• Apply natural language processing (NLP) to gauge market sentiment. 

• Integrate this information into predictive and risk management models. 

3.2 Risk Control and Management in Banking and Insurance. 

• Apply models to predict delinquency, fraud and operational risks. 

• Use classification and anomaly detection algorithms to prevent underwriting 
losses and risk origination. 
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• Estimate credit, market, and liquidity risk with advanced data analysis tools. 

3.3 Customer Personalization and Analytics. 

• Use customer segmentation techniques (clustering) to personalize financial 
services. 

• Analyze customer behavior to improve products, marketing, and retention. 

• Predict needs and behaviors using machine learning and advanced analytics. 

 

TOPIC 4: CASE STUDIES 

Specific learning outcomes: 

• Apply customer segmentation methods and recommendation algorithms to create 
customized investment solutions. 

• Develop predictive credit risk models to estimate defaults and manage credit 
exposure. 

• Apply actuarial methods and machine learning techniques to manage risk and 
determine prices in insurance products. 

• Use nowcasting models  to forecast economic indicators with real-time data. 

• Design and optimize automated trading algorithms to execute trades in financial 
markets. 

• Use data science techniques to analyze blockchain and crypto assets, improve 
decision-making, and forecast market behavior. 

 

Contents: 

4.1 Personalized Financial Advice. 
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4.2 Financial Risk Management: Credit. 

4.3 Actuarial Risk Management in Insurance. 

4.4 Economy and Nowcasting. 

4.5 Algorithmic Trading. 

4.6 Data Science for Blockchains and Cryptoassets. 

 
 

 TEACHING AND LEARNING METHODOLOGY 

Teaching is carried out through a series of face-to-face sessions, whose spirit is to combine 
theory and practice in a balanced way, complemented by a series of didactic materials 
(manual and presentation), exercises and cases for their resolution, provided online and 
with feedback, also online, using the program's own platform as a digital support. 
 
The face-to-face activities will be carried out through: 

• Presentation by the teacher of the practical application of the theoretical contents 
of the different topics of the subject. It is essential that the student reads 
beforehand (by the student) the reference manual for each topic that is available in 
the virtual classroom. 

• Discussion of content. 

• Application of concepts and methodologies to examples/case studies  

 

Learning will be consolidated through the resolution of the exercises and/or cases that will 
be provided on the virtual campus of the subject. 

 
 EVALUATION 

In accordance with the Bologna Plan, the model rewards the constant and continuous effort 
of students. 60% of the grade is obtained from the continuous evaluation of the directed 
activities and the remaining 40% from the final face-to-face exam. The final exam has two 
sittings. 
 
The final grade of the subject (NF) will be calculated based on the following formula: 
 
 NF = Final Exam Grade x 40% + Continuous Evaluation Grade x 60% 
 The minimum grade of the final exam to calculate the NF will be 40 points out of 

100. 
 The subject is approved with an NF equal to or greater than 50 points out of 100. 
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Type of activity Description % Continuous 
evaluation 

  

Questionnaires: 60% 
Questionnaire 1 Test Topic 1  20%   
Questionnaire 2 Test Topic 2  20%   
Questionnaire 3 Test Topic 3  20%  
    
Final examination 40% 
  Final examination 100%    
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